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RESUMEN 

El rendimiento acade mico es un indicador clave para evaluar la calidad educativa y detectar a reas de mejora en 

los procesos de ensen anza y aprendizaje. En este trabajo se analizo  un conjunto de datos de estudiantes de primer 

an o del ciclo ba sico de una institucio n secundaria de la provincia de Salta, Argentina, con el objetivo de identificar 

variables que influyen en el desempen o estudiantil y apoyar la toma de decisiones orientadas a reducir el bajo 

rendimiento acade mico. Siguiendo la metodologí a CRISP-DM, se realizo  un ana lisis exploratorio para identificar 

patrones relevantes en las calificaciones, se aplicaron modelos de aprendizaje no supervisado para detectar 

perfiles de estudiantes y, finalmente, modelos supervisados para predecir la aprobacio n del an o a partir de las 

calificaciones del segundo trimestre. El mejor modelo alcanzo  un F1-Score de 0,80 en la clase minoritaria y un 

accuracy del 89%. Los resultados permiten anticipar situaciones de riesgo acade mico y segmentar perfiles  

estudiantiles, aportando informacio n u til para intervenciones pedago gicas ma s efectivas. 
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ABSTRACT 

Academic performance is a key indicator for evaluating educational quality and identifying areas for 

improvement in teaching and learning processes. This study analyzes a dataset of first-year lower secondary  

students from an educational institution in the province of Salta, Argentina, with the aim of identifying variables  

that influence student performance and supporting decision-making to mitigate low academic achievement .  

Following the CRISP-DM methodology, an exploratory analysis was conducted to identify relevant patterns in 

grades, unsupervised learning models were applied to detect student profiles, and supervised models were used 

to predict year completion based on second-term grades. The best-performing model achieved an F1-score of 

0.80 for the minority class and an overall accuracy of 89%. The results enable early identification of students at 

academic risk and the segmentation of student profiles, providing valuable insights for more effective 

pedagogical interventions. 
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1. INTRODUCCIÓN 

El ana lisis del rendimiento acade mico es actualmente uno de los temas fundamentales y de mayor 

preocupacio n que deben abordar las instituciones educativas. A lo largo del tiempo se ha estudiado en base 

a dos aspectos: los datos relacionados con la escuela como sistema educativo y en base a las caracterí sticas 

que los alumnos presentan a partir de su contexto social. Sin embargo, no se ha logrado identificar y 

comprender completamente cua les son las variables que influyen en el rendimiento acade mico. 

En la u ltima de cada, la investigacio n sobre el rendimiento acade mico y el abandono de los estudios ha 

crecido significativamente en Argentina. La mayorí a de estos estudios se centraron en el nivel superior, sin 

realizar hasta el presente un ana lisis integrador que permita sacar conclusiones generales sobre el estado 

del conocimiento en el campo. Gran parte de la produccio n acade mica sobre este problema ha abordado 

indirectamente el tema del rendimiento acade mico, estudiando las variables asociadas tanto al abandono 

como al desempen o de los estudiantes, pero sin ofrecer una visio n global que integre ambos aspectos 

(Garcí a, 2014). 

No obstante, gran parte de estas investigaciones se han centrado en el nivel superior, quedando menos 

explorado el nivel medio. Resulta entonces necesario entender tambie n las dina micas propias de la 

educacio n secundaria, especialmente en contextos regionales como Salta, donde las condiciones 

socioecono micas y escolares presentan grandes desafí os. 

En este contexto, la Minerí a de Datos (Ibarra, 2020) emerge como una herramienta prometedora para 

analizar el rendimiento acade mico con el propo sito de resolver diferentes tipos de problemas como por 

ejemplo, el rendimiento acade mico de los alumnos, la desercio n y el desgranamiento. En estos u ltimos an os, 

la Minerí a de Datos Educativa (EDM) demostro  un creciente impacto en el ana lisis del rendimiento 

acade mico y la identificacio n de estudiantes en riesgo, de acuerdo con una revisio n reciente (Romero & 

Ventura, 2020). EDM se ha convertido en una herramienta u til para descubrir patrones relevantes a partir 

de datos educativos. 

Un ejemplo de ello, es el estudio realizado en la Universidad Te cnica de Manabí  (Saltos-Mero & Cruz-Felipe, 

2024), donde se aplico  la metodologí a CRISP-DM para analizar el rendimiento acade mico de estudiantes de 

las carreras de “Gastronomí a y Turismo” y “Economí a”, utilizando me todos de aprendizaje supervisado 

como A rboles de Decisio n, Random Forests, Redes Neuronales y Ma quinas de Soporte Vectorial (SVM). Los 

modelos fueron implementados en Python y, tras un proceso de evaluacio n comparativa, se concluyo  que 

el modelo basado en Random Forests ofrecio  el mejor desempen o, alcanzando valores de Accuracy de 83% 

y 86% respectivamente. 

Asimismo, Guanin-Fajardo et al. (2024) aplicaron la metodologí a CRISP-DM para predecir el rendimiento 

acade mico de estudiantes universitarios, utilizando un conjunto de datos de 6690 registros con variables 

acade micas y socioecono micas. Entre los me todos evaluados, XGBoost fue el que obtuvo mejores 

resultados, alcanzando un valor de AUC de 87,75%, lo que evidencia su alta capacidad predictiva. Adema s, 

el modelo permitio  extraer reglas interpretables a partir de a rboles de decisio n, facilitando su aplicacio n 

pra ctica. El estudio resalta la importancia de implementar modelos predictivos tempranos para fortalecer 

las estrategias de retencio n estudiantil. La metodologí a es replicable en otros contextos acade micos y 

demuestra el valor de combinar precisio n con explicabilidad. 

Por u ltimo, Bellaj et al. (2024) han desarrollado modelos de aprendizaje supervisado para predecir el 

rendimiento acade mico basados en las te cnicas SVM, Random Forests, XGBoost, K-NN y Naí ve Bayes. El 

mejor modelo fue XGBoost, seguido por un clasificador de votacio n (EVC). Los autores destacan la 

importancia de optimizar hiperpara metros para mejorar la precisio n de los modelos predictivos. Adema s, 

remarcan que variables como el rendimiento previo, la interaccio n en plataformas virtuales y factores 

sociodemogra ficos influyen notablemente en las predicciones. El trabajo contribuye al desarrollo de 

sistemas de alerta temprana en educacio n superior. 
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El propo sito de este estudio es identificar tendencias y patrones en el rendimiento acade mico a trave s de 

un Ana lisis Exploratorio de Datos (EDA) (Tukey, 1977) así  como predecir el desempen o estudiantil 

mediante modelos de aprendizaje supervisado basados en te cnicas como Random Forests (Breiman, 2001), 

XGBoost (Chen & Guestrin, 2016) y Extreme Learning Machine (Huang et al., 2006; Wang et al., 2022). 

Adema s, mediante modelos de aprendizaje no supervisado basados en K-Means (MacQueen, 1967) y BIRCH 

(Zhang et al., 1996) se pudo identificar grupos de estudiantes con caracterí sticas similares, facilitando 

medidas correctivas y la segmentacio n para intervenciones oportunas. 

2. MATERIALES Y MÉTODOS 

2.1. Caso de estudio 

El presente estudio se llevo  a cabo en la Escuela de Educacio n Te cnica N° 3100 “Repu blica de la India”, 

ubicada en la provincia de Salta, Argentina. La investigacio n fue tipo descriptiva y correlacional, con un 

disen o no experimental. 

2.2. Dataset 

Se trabajo  con un conjunto de datos correspondientes a la poblacio n total de estudiantes del primer an o del 

ciclo ba sico de la institucio n. El conjunto incluyo  787 registros de estudiantes, con 13 materias (Artí stica, 

Cs. Biolo gicas, Lengua I, Historia I, Tecnologí a I, Dibujo Te cnico, Fisicoquí mica, Lengua extranjera I, F.E. y C. 

I, Geografí a I, Matema tica I, Taller Prep. I, Ed. Fí sica). Los registros abarcan los ciclos lectivos 2017, 2018, 

2019, 2022 y 2023. 

En la Tabla 1 se presentan los atributos relacionados con los registros acade micos de la institucio n. Estos 

fueron considerados para analizar el rendimiento acade mico y detectar patrones en las calificaciones. Los 

datos se obtuvieron de fuentes oficiales de la institucio n, los cuales constituyeron el instrumento primario 

de recoleccio n. Cada registro estuvo asociado a un estudiante mediante nombre, apellido e identificador 

u nico. 

Tabla 1. Atributos del Dataset 

Atributo Tipo Descripción 
Curso Catego rica An o de cursado y divisio n del estudiante (ej. 1°1°, 1°2°, etc.) 

Turno Catego rica TM (Turno Man ana) o TT (Turno Tarde) 
Sexo Catego rica M (Masculino) o F (Femenino) 
An o Nume rica An o acade mico (2017–2019, 2022-2023) 

Calificaciones por 
materia 

Nume rica (Entera) Notas trimestrales obtenidas en 13 materias. Rango (1-10). 

Estado Final Catego rica 
Indica si el estudiante fue promovido o no al an o siguiente 

(valores posibles: Promovido y Repite) 

Cada materia se encuentra desagregada en tres columnas distintas, correspondientes a los trimestres del 

ciclo lectivo, e identificadas mediante los sufijos “_1t”, “_2t” y “_3t” (por ejemplo: Matema tica_1t, 

Matema tica_2t, etc.). 

En el Anexo A1 se describe el conjunto de datos referido a los estudiantes de segundo an o de ciclo ba sico.  

2.3. Metodología de Trabajo 

La metodologí a CRISP-DM (Cross-Industry Standard Process for Data Mining) fue adoptada como marco 

metodolo gico para el desarrollo del presente estudio (Chapman, 2000), debido a su cara cter estructurado 

y flexible para proyectos de Minerí a de Datos. Este enfoque propone un proceso cí clico compuesto por 

distintas fases que permiten transformar los objetivos del dominio de aplicacio n en modelos analí ticos con 

valor pra ctico para la toma de decisiones. 
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En primer lugar, la fase de comprensio n del negocio permitio  definir el problema de estudio y establecer 

como objetivo principal el ana lisis del rendimiento acade mico de los estudiantes, con el fin de identificar 

patrones relevantes en sus calificaciones. A partir de estos objetivos, se avanzo  hacia la comprensio n de los 

datos, etapa en la cual se recopilaron los registros disponibles y se realizo  una exploracio n inicial para 

describir sus caracterí sticas generales, evaluar su calidad y detectar posibles inconsistencias, valores 

faltantes o atí picos.  

Posteriormente, en la fase de preparacio n de los datos, se construyo  el conjunto final de informacio n a 

utilizar en el ana lisis, mediante la seleccio n de atributos relevantes y la aplicacio n de procesos de limpieza 

y transformacio n, asegurando su adecuacio n para el modelado. En la etapa de modelado se aplicaron 

te cnicas analí ticas orientadas tanto a la descripcio n como a la prediccio n del rendimiento acade mico, 

seleccionando y ajustando los algoritmos ma s apropiados de acuerdo con los objetivos planteados. 

Finalmente, la fase de evaluacio n permitio  analizar el desempen o y la utilidad de los modelos obtenidos, 

verificando su coherencia con los objetivos definidos y su aporte como soporte para la toma de decisiones 

en el a mbito educativo. De este modo, CRISP-DM proporciono  un marco metodolo gico integral que guio  de 

manera sistema tica el desarrollo del estudio y la generacio n de conocimiento relevante. 

Las tareas de procesamiento, visualizacio n y ana lisis de datos como el desarrollo de modelos de aprendizaje 

automa tico se desarrollaron mediante scripts en Python usando librerí as como Pandas, NumPy, Scikit-

Learn y Matplotlib. Este enfoque permitio  estructurar el estudio de manera secuencial y guiada por CRISP-

DM. 

2.4. Análisis Exploratorio de Datos 

Este estudio se apoyo  en un conjunto de te cnicas fundamentales para el ana lisis de datos. En primer lugar, 

se realizaron tareas de limpieza y transformacio n de los datos, con el fin de preparar la informacio n para 

su posterior ana lisis, garantizando su consistencia y adecuacio n al contexto de estudio. 

Posteriormente, el Ana lisis Exploratorio de Datos (EDA) proporciono  una primera aproximacio n a la 

estructura y calidad de los registros, permitiendo la deteccio n de irregularidades y la comprensio n general 

del comportamiento de las variables del dataset. 

El EDA constituye una etapa transversal previa a la implementacio n de los pipelines de aprendizaje no 

supervisado y supervisado, y tiene como objetivo comprender la estructura de los datos, detectar valores 

atí picos y orientar las decisiones de preprocesamiento y modelado. 

2.5. Aprendizaje No Supervisado 

 
Figura 1. Pipeline de Aprendizaje No Supervisado propuesto 
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El aprendizaje no supervisado (Ghahramani, 2003) se empleo  para identificar patrones y agrupar 

observaciones con caracterí sticas similares, mediante el desarrollo de modelos basados en te cnicas como 

K-Means y BIRCH. Adicionalmente, el Ana lisis de Componentes Principales (PCA) (Yang et al., 2018) se 

utilizo  como te cnica de reduccio n de dimensio n. 

El pipeline completo de aprendizaje no supervisado se presenta en la Figura 1, mostrando de manera 

secuencial las etapas del proceso desde la extraccio n de datos hasta la evaluacio n de los clusters. Como se 

observa en la figura, el proceso inicia con la extraccio n y preprocesamiento de los datos, seguido de la 

reduccio n de dimensionalidad para agrupamiento y visualizacio n, determinacio n del nu mero o ptimo de 

clusters mediante el me todo del codo (Elbow), aplicacio n de las te cnicas de agrupamiento y evaluacio n de 

los clusters obtenidos. 

2.5.1. Objetivo del Aprendizaje No Supervisado  

En esta etapa del estudio, se llevo  a cabo un ana lisis con el objetivo de identificar grupos de estudiantes con 

caracterí sticas similares en su rendimiento acade mico. El ana lisis busca generar conocimiento de valor para 

la toma temprana de decisiones pedago gicas, permitiendo implementar acciones correctivas basadas en las 

calificaciones del segundo trimestre, antes de que concluya el ciclo lectivo. 

2.5.2. Conjunto de datos y variables utilizadas 

Para este ana lisis, se trabajo  con un conjunto de 13 atributos correspondientes a las calificaciones 

nume ricas obtenidas por estudiantes de primer an o del ciclo ba sico en distintas asignaturas del segundo 

trimestre, considerando los perí odos 2017, 2018, 2019, 2022 y 2023. Los atributos considerados son: 

Artí stica_2t, Cs. Biolo gicas_2t, Lengua I_2t, Historia I_2t, Tecnologí a I_2t, Dibujo Te cnico_2t, 

Fisicoquí mica_2t, Lengua Extranjera I_2t, F.E. y C. I_2t, Geografí a I_2t, Matema tica I_2t, Taller Prep. I_2t y  Ed. 

Fí sica_2t. 

2.5.3. Preprocesamiento de datos 

Se realizo  un ajuste de preprocesamiento de los datos que consistio  en la estandarizacio n de los mismos y 

la aplicacio n de PCA.  

La estandarizacio n se utilizo  con el fin de atenuar el impacto de valores extremos, evitando que atributos 

con mayor escala dominaran el proceso de agrupamiento, sin eliminar observaciones reales del conjunto 

de datos. Posteriormente, se aplico  PCA sobre los datos estandarizados para que todos los atributos 

tuvieran la misma importancia en la proyeccio n. Se seleccionaron las primeras 5 (cinco) componentes 

principales que explican el 71% de la variabilidad de los datos (CP1 = 0,448; CP2 = 0,079; CP3 = 0,065; CP4 

= 0,061; CP5 = 0,05) y se utilizaron las primeras 2 (dos) para la visualizacio n en un espacio bidimensional. 

Esto permitio  manejar de manera sinte tica la informacio n contenida en los 13 atributos originales y facilitar 

la visualizacio n como la interpretacio n gra fica de los clusters obtenidos. 

2.5.4. Selección del número de clusters 

Para determinar el nu mero o ptimo de clusters se aplico  el me todo de Elbow (Thorndike, 1953; Syakur et 

al., 2018). Como se observa en la Figura 2, la curva presenta una disminucio n pronunciada de la inercia 

(WCSS) hasta 𝑘 = 3, a partir de la cual la pendiente se atenu a, indicando un punto de inflexio n. En funcio n 

de este criterio, se selecciono  𝑘=3 como el nu mero adecuado de clusters. 
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Figura 2. Aplicacio n del me todo de Elbow sobre el conjunto de datos  

2.5.5. Agrupamiento de datos 

Se desarrollaron modelos de aprendizaje no supervisado basados en las te cnicas K-Means y BIRCH lo que 

permitio  contrastar enfoques metodolo gicos distintos. Ambas te cnicas fueron seleccionadas debido a sus 

diferencias conceptuales en el proceso de agrupamiento de datos. K-Means es una te cnica de agrupamiento 

particional, ampliamente utilizada en conjuntos de datos nume ricos y estandarizados, la cual obtiene 

clusters compactos y definidos. Por su parte, BIRCH es una te cnica de agrupamiento jera rquico que permite 

capturar estructuras ma s flexibles en los datos, resultando adecuado para contrastar los resultados 

obtenidos mediante K-Means. La comparacio n entre ambos modelos permitio  evaluar la estabilidad y 

coherencia de los agrupamientos bajo supuestos metodolo gicos diferentes. 

En la Tabla 2 se muestra la configuracio n elegida para ambos modelos. 

Tabla 2. Configuracio n de los modelos no supervisados  

Modelo Parámetros 

K-Means 

n_clusters = 3 
max_iter = 300 
n_init = 10 
random_state = 0 

BIRCH 
n_clusters = 3 
threshold = 0,05; 0,1; 0,2; 0,3; 0,4 
branching_factor = 3; 5; 10; 15; 20; 30 

2.5.6. Evaluación e interpretación 

La performance de los modelos no supervisados se midio  mediante 3 (tres) me tricas especí ficas de 

evaluacio n de clustering: el í ndice de Calinski-Harabasz (Calinski & Harabasz, 1974), el coeficiente 

Silhouette (Rousseeuw, 1987) y el í ndice de Davies–Bouldin (Ros et al., 2023). El í ndice de Calinski–

Harabasz mide la relacio n entre la dispersio n inter-cluster y la dispersio n intra-cluster, donde los valores 

ma s altos indican una mejor calidad de agrupamiento. En cambio, el coeficiente Silhouette evalu a la 

cohesio n interna de los clusters y su separacio n respecto de otros grupos, donde valores cercanos a 1 

indican una estructura de clustering bien definida. Finalmente, Davies-Bouldin analiza la relacio n entre la 

dispersio n interna de cada cluster y la distancia al cluster ma s cercano, donde valores ma s bajos 
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representan particiones ma s compactas y mejor separadas. Como regla general, valores cercanos a 0 

representan clusters muy compactos y bien separados, valores entre 1 y 2 indican una cohesio n y 

separacio n moderadas, y valores mayores a 2 reflejan clusters mal definidos o con solapamiento 

significativo. 

El procedimiento metodolo gico desarrollado permitio  aplicar te cnicas de aprendizaje no supervisado para 

la identificacio n de patrones en el rendimiento acade mico. Los resultados derivados de este ana lisis se 

presentan en la Seccio n 3. 

2.6. Aprendizaje Supervisado 

 
Figure 3. Pipeline de Aprendizaje Supervisado propuesto 

Se emplearon te cnicas de aprendizaje supervisado como Random Forests, XGBoost y Extreme Learning 

Machine para el desarrollo de modelos predictivos (Plathottam et al., 2023). El pipeline completo de 

aprendizaje supervisado se presenta en la Figura 3, donde se describen de manera secuencial las etapas del 

proceso. 

Como se observa en dicha figura, el proceso inicia con la extraccio n de los datos y su preprocesamiento 

inicial. Posteriormente, se realiza la extraccio n y seleccio n de atributos significativos, seguida del balanceo 

de clases. A continuacio n, se lleva a cabo la etapa de modelado mediante te cnicas de aprendizaje 

supervisado seleccionadas y finalmente, se evalu a el desempen o de los modelos mediante me tricas 

apropiadas, proporcionando criterios objetivos para valorar su eficacia y consistencia con los objetivos 

planteados. 
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2.6.1. Objetivo del Aprendizaje Supervisado  

El objetivo de esta etapa es predecir si un estudiante sera  promovido al an o siguiente, utilizando modelos 

de aprendizaje supervisado. Para ello, se desarrollaron y evaluaron modelos predictivos basados en 

Random Forests (RF), XGBoost y Extreme Learning Machine (ELM), con el fin de identificar tempranamente 

a los alumnos en riesgo y apoyar la toma de decisiones pedago gicas. 

2.6.2. Selección de atributos o características 

Para la construccio n de los modelos, se consideraron inicialmente los atributos Sexo, An o y las calificaciones 

del primer y segundo trimestre de los perí odos 2017, 2018, 2019, 2022 y 2023, correspondientes al 1er 

an o de ciclo ba sico, previamente estandarizadas, ya que estos representan un periodo clave para realizar 

intervenciones antes del cierre del ciclo lectivo. 

Los atributos significativos elegidos corresponden a calificaciones de 6 materias del segundo trimestre, 

Historia I_2T, Lengua I_2T, Dibujo Te cnico_2T, Tecnologí a I_2T, Matema tica I_2T, Lengua Extranjera I_2T, de 

los periodos 2017, 2018, 2019, 2022 y 2023. Estos fueron elegidos mediante la te cnica de seleccio n de 

caracterí sticas Feature Importance (Breiman, 2001), obtenida mediante un modelo Random Forests 

entrenado con 250 a rboles de decisio n. Se calcularon los valores de importancia de todos los atributos 

disponibles y se conservaron u nicamente las 6 materias del segundo trimestre con mayor contribucio n a la 

prediccio n del rendimiento acade mico. Esta seleccio n se centro  en el segundo trimestre, ya que proporciona 

informacio n ma s reciente sobre el desempen o del alumno y permite tomar decisiones predictivas antes del 

inicio del tercero. La Figura 4 muestra la aplicacio n de la te cnica y la contribucio n relativa de cada atributo. 

 
Figure 4. Aplicacio n de Feature Importance 

2.6.3. Balanceo de clases 

Dado que el conjunto de datos presentaba un fuerte desbalance de clases, con una mayorí a significativa de 

alumnos promovidos frente a una menor proporcio n de repitentes, se aplico  la te cnica Tomek Links (Leng 

et al., 2024). Esta identifica pares de instancias de diferentes clases que son mutuamente las ma s cercanas 

entre sí , y elimina aquellas pertenecientes a la clase mayoritaria (en este caso, los promovidos). 
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Como resultado, la clase mayoritaria se redujo de 574 a 554 instancias, mientras que la clase minoritaria 

permanecio  sin cambios. Esta ligera reduccio n ayudo  a atenuar el desbalance, favoreciendo un aprendizaje 

ma s equilibrado de los modelos supervisados y contribuyendo a mejorar la capacidad de prediccio n de la 

clase minoritaria, sin eliminar informacio n crí tica de la clase mayoritaria. 

No se emplearon te cnicas de data augmentation, dado que se trabajo  u nicamente con datos acade micos 

reales y no se considero  adecuado generar observaciones sinte ticas. La generacio n de observaciones 

sinte ticas podrí a introducir valores artificiales en las calificaciones, afectando tanto la validez pedago gica 

de los resultados como la confiabilidad de las predicciones del modelo. 

2.6.4. División de datos (Train/Test Split) 

El split de los datos se realizo  tomando el 75% de los datos para entrenamiento y el 25% para prueba de 

los modelos predictivos. 

2.6.5. Estrategia de validación (Repeated K-Fold) 

Con el fin de garantizar una validacio n robusta y minimizar el riesgo de sobreajuste, se aplico  la te cnica de 

Repeated K-Fold Cross Validation (Kohavi, 2001) con la configuracio n: 

• n_splits: 10 (nu mero de splits). 

• n_repeats: 10 (nu mero de repeticiones). 

• random_state: 42 (valor de la semilla, para asegurar reproducibilidad) 

Esta te cnica fue elegida frente a alternativas como K-Fold simple o Stratified K-Fold, ya que permite obtener 

una medicio n ma s estable del desempen o del modelo, reduciendo la variabilidad de las me tricas entre 

diferentes particiones del dataset. Cada observacio n participa en mu ltiples conjuntos de entrenamiento y 

validacio n, lo que asegura un ana lisis ma s completo del comportamiento del modelo en todo el conjunto de 

datos y mejora la confiabilidad de la seleccio n de hiperpara metros y del rendimiento final reportado. La 

configuracio n de Repeated K-Fold es adecuada para un dataset de menos de 1000 muestras, balanceando 

estabilidad de las me tricas de performance de los modelos supervisados y costo computacional de 

entrenamiento de los mismos. 

2.6.6. Optimización de hiperparámetros 

Con el objetivo de obtener los mejores modelos posibles, se emplearon te cnicas de optimizacio n de 

hiperpara metros que permitieron mejorar su desempen o y adaptabilidad. En particular, se recurrio  a Grid 

Search (Belete & Huchaiah 2022; Ogunsanya et al. 2023), Randomized Search (Breiman, 2001) y 

BayesSearch (Snoek et al., 2012), enfoques que ofrecen distintas estrategias para explorar el espacio de 

configuraciones y seleccionar aquellas que maximizan la calidad de los modelos. 

En la Tabla 3 se encuentran los valores especí ficos probados para cada hiperpara metro. 

Tabla 3. Te cnicas y valores de hiperpara metros  (Martí nez et al., 2025) 

Modelo ML Técnica Hiperparametros Valores 

ELM Grid Search 

nu mero de neuronas en capas ocultas 
1000; 2000; 3000; 4000;  5000; 

6000; 7000 

funcio n de activacio n sigmoid; relu; sin; leaky_relu;  tanh 

C (para metro de regularizacio n) 
0,001; 0,01; 0.1; 0,3; 0,5; 
0,7; 0,9; 1; 1,3, 1,5, 2 

tipo de aleatoriedad (Random Type) uniform; normal 
include False 

RF Bayes Search 

n_estimators 100; 300 
max_depth 5; 30 

min_samples_split 2; 10 
min_samples_leaf 1; 5 

max_features sqrt; log2 



 Zalasar et al. 

10                                                                              Rev. Cient. Sist. Inform. 6(1): e1212; (Ene-Jun, 2026). e-ISSN: 2709-992X 

XGBoost 
Randomized 

Search 

subsample 0,7; 0,8; 0,85; 0,9 

max_depth 5; 7; 9; 10; 11 
learning rate 0,001; 0,01; 0,05; 0,1 

gamma 0; 0,1; 1; 3; 5 

n_estimators 500; 900 

La Tabla 4 presenta los hiperpara metros o ptimos utilizados para el entrenamiento de los modelos 

predictivos. La seleccio n de estas configuraciones se baso  en me tricas de desempen o global y por clase 

durante el proceso de optimizacio n, considerando Accuracy como me trica global y Precision, Recall y F1-

Score a nivel de clase. Asimismo, se reporta el tiempo de CPU asociado a cada configuracio n o ptima. 

Tabla 4. Mejores hiperpara metros de los modelos supervisados  

Modelo Mejores hiperparámetros Tiempo de CPU 

Random Forests 
(Bayes Search) 

• max_depth: 30 

• max_features: sqrt 
• min_samples_leaf: 5 
• min_samples_split: 10 

• n_estimators: 100 

18 minutos, 32 segundos 

XGBoost 
(Randomized 

Search) 

• subsample: 0,7 
• n_estimators: 500 
• max_depth: 11 

• learning_rate: 0,01 
• gamma: 3 

2 minutos, 56 segundos 

ELM 
(Grid Search) 

• Hidden_Units = 1000 

• Activacio n = Sigmoid 
• C = 0,1 
• random_type: normal 

1 hora, 38 minutos y 27 segundos 

Con la metodologí a establecida, se entrenaron los modelos supervisados finales para la prediccio n del 

rendimiento acade mico. Los resultados alcanzados se presentan y analizan en la Seccio n 3. 

3. RESULTADOS Y DISCUSIÓN 

3.1. Resultados del Análisis Exploratorio (EDA) 

Distribución de alumnos aprobados y desaprobados 

En la Tabla 5 se muestra la distribucio n de alumnos aprobados y desaprobados de primer an o de ciclo 

ba sico en los periodos 2017-2019, 2022-2023. El objetivo es brindar una visio n general del desempen o 

acade mico, sin segmentaciones por materia, trimestre, como punto de partida para ana lisis ma s especí ficos. 

Se puede observar que la proporcio n de estudiantes que lograron ser promovidos al siguiente an o es 

superior a la de aquellos que no lo hicieron, lo que refleja un desempen o global positivo. 

Tabla 5. Cantidad y porcentaje de alumnos promovidos y repitentes  

Estado del alumno Cantidad Porcentaje (%) 

Promovidos 560 74,5 
Repitentes 192 25,5 

Histogramas por Materias del Primer y Segundo Trimestre 

Para analizar el desempen o de los estudiantes en cada materia, se presentan en la Figura 5 y 6 los 

histogramas que muestran la distribucio n de notas del primer y segundo trimestre de los periodos 2017, 

2018, 2019, 2022 y 2023.  
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Figura 5. Distribucio n de notas del primer trimestre 

En el primer trimestre se identificaron distintos patrones en la distribucio n de los datos. Algunas materias 

como Lengua, Historia, Lengua Extranjera, Formacio n E tica y Ciudadana, Ciencias Biolo gicas y Taller, 

presentan distribuciones levemente sime tricas o centradas, con medias entre 6,16 y 7,13 y medianas en 

torno a 6 o 7, concentrando la mayor parte de las calificaciones en el rango [6–8]. Por otro lado, materias 

como Matema tica, Fisicoquí mica, Tecnologí a y Dibujo Te cnico muestran distribuciones asime tricas 

positivas, caracterizadas por medias ma s bajas (entre 5,13 y 5,71) y primer cuartil ubicado entre 3 y 4, con 

mayor concentracio n de calificaciones bajas (entre 3 y 6), lo que refleja mayores dificultades acade micas, 

especialmente en las a reas de Matema tica y Fisicoquí mica. En contraste, materias como Artí stica, Geografí a 

y Educacio n Fí sica exhiben distribuciones asime tricas negativas, con medias superiores a 6,4, tercer cuartil 

entre 8 y 9, y valores ma ximos cercanos a 10, lo que evidencia un desempen o generalmente favorable en 

estas asignaturas. Finalmente, en algunos casos como Educacio n Fí sica, Taller y Dibujo Te cnico se observan 

distribuciones multimodales, lo que sugiere la presencia de subgrupos con desempen os diferenciados 

dentro del aula. 

 

Figura 6. Distribucio n de notas del segundo trimestre 

A partir de las observaciones de las distribuciones de notas del segundo trimestre, podemos destacar que 

las calificaciones reflejan nuevamente una variedad de distribuciones y asimetrí as, lo que da cuenta de un 

desempen o acade mico diverso segu n la materia. Educacio n Fí sica, Artí stica, Formacio n E tica y Ciudadana, 

Geografí a y Taller, presentan asimetrí a negativa, con medias entre 6,33 y 7,30, medianas cercanas 7 - 8 y 

tercer cuartil cercano a 8 o 9, lo que evidencia un predominio de calificaciones altas y bajo nivel de 
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desaprobacio n. Otras asignaturas como Lengua, Historia, Lengua Extranjera y Ciencias Biolo gicas muestran 

distribuciones centradas, con medias cercanas a 6, medianas iguales a 6 y rangos intercuartí licos 

concentrados entre 5 y 8, indicando un rendimiento acade mico intermedio y relativamente estable. En 

cambio, Matema tica, Fisicoquí mica, Tecnologí a y Dibujo Te cnico, evidencian asimetrí a positiva con medias 

inferiores a 5,75, primer cuartil entre 3 y 5 y mayor dispersio n de las calificaciones. En particular, 

Fisicoquí mica (media = 5,15) y Dibujo Te cnico (media = 5,38) reflejan un mayor porcentaje de estudiantes 

con bajo rendimiento. Adema s, en estas materias se observa bimodalidad en los histogramas, lo que sugiere 

una clara diferenciacio n entre estudiantes que logran comprender los contenidos y aquellos que presentan 

mayores dificultades. 

Comparación con el primer trimestre 

En comparacio n con el primer trimestre, se observa una leve mejora general en varias materias, aunque 

persisten ciertas asimetrí as y dispersio n en asignaturas como Matema tica, Fisicoquí mica y Tecnologí a. En 

lí neas generales, las notas siguen concentra ndose entre 6 y 8, con algunas materias mostrando mejor 

desempen o general. Las materias ma s crí ticas que requieren atencio n especial siguen siendo Matema tica, 

Fisicoquí mica, Tecnologí a por su dispersio n y cantidad de alumnos con rendimiento bajo en riesgo 

acade mico. Estos patrones sugieren un rendimiento general positivo, incluso superior al del primer 

trimestre, aunque con una variabilidad caracterí stica. 

Análisis multivariado de datos 

En este ana lisis se examina la relacio n entre las calificaciones de las distintas materias mediante una matriz 

de correlacio n, utilizando datos acumulados de los an os 2017-2019 y 2022-2023. El objetivo es identificar 

dependencias y patrones relevantes que ayuden a comprender mejor el rendimiento acade mico de los 

estudiantes. A continuacio n, se presenta la matriz de correlacio n correspondiente al segundo trimestre 

(Figura 7). 

 
Figura 7. Matriz de correlacio n - 2do trimestre 

Se observan correlaciones moderadamente altas y positivas entre Lengua, Lengua Extranjera, Historia, 

Matema tica, Fisicoquí mica y Tecnologí a, tanto entre estas asignaturas como con otras materias, aunque con 

correlaciones ma s de biles y moderadas. Este patro n sugiere que los estudiantes que obtienen buenos 

resultados en una de estas materias tienden a desempen arse bien en las dema s, posiblemente debido a la 

presencia de habilidades cognitivas compartidas como la comprensio n lectora, el razonamiento lo gico y la 

capacidad de ana lisis.  
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Durante el ana lisis exploratorio, se identificaron ciertos valores extremos en las calificaciones y algunos 

registros incompletos.  

Los valores extremos fueron conservados, ya que corresponden a resultados acade micos reales y su 

eliminacio n podrí a introducir sesgos en el ana lisis. Por otro lado, los registros incompletos fueron 

eliminados del conjunto de datos, debido a la presencia de valores faltantes que impedí an su correcta 

utilizacio n en las te cnicas de ana lisis y modelado aplicadas. 

Por otra parte, el atributo objetivo del estudio corresponde al Estado Final del alumno, indicando si fue 

promovido al siguiente an o o si repitio  la cursada. Para su uso en modelos supervisados, este atributo 

catego rico se codifico  de manera binaria, asignando 1 a “Promovido” y 0 a “Repite”. 

3.2. Resultados del Aprendizaje No Supervisado  

En esta seccio n se presenta la evaluacio n de los modelos K-Means y BIRCH mediante las me tricas de 

Silhouette, Calinski–Harabasz y Davies–Bouldin. Mediante comparacio n nume rica, se selecciona el modelo 

con mejor desempen o, cuya representacio n gra fica se analiza para observar la distribucio n de los 

estudiantes en los clusters identificados. 

En la Tabla 6 se muestran los valores de las me tricas para ambos modelos. 

Tabla 6. Resultados de las me tricas de agrupamiento 

Modelo Silhouette Score Calinski–Harabasz Davies Bouldin 
K-Means  0,2518 450,236 1,32 
BIRCH 0,2265 408,79 1,36 

Los valores listados en la Tabla 6 evidencian que ambos modelos logran identificar una estructura de 

agrupamiento interpretable sobre el conjunto de datos. En particular, K-Means obtiene valores superiores 

en el coeficiente de Silhouette (0,2518) y en el í ndice de Calinski–Harabasz (450,236), lo que sugiere una 

mayor cohesio n interna de los clusters y una mejor separacio n entre los grupos formados en comparacio n 

con BIRCH. Asimismo, el í ndice de Davies–Bouldin presenta un valor menor para K-Means (1,32), indicando 

una menor dispersio n interna relativa respecto al cluster ma s cercano. Considerando de manera conjunta 

las tres me tricas, se concluye que el modelo basado en K-Means ofrece una calidad de agrupamiento 

adecuada y consistente para el ana lisis realizado. 

Discusión de resultados 

La Figura 8 muestra a los estudiantes agrupados utilizando el modelo basado en K-Means usando las 2 (dos) 

primeras Componentes Principales (PCA). Los puntos en el gra fico representan las calificaciones de los 

estudiantes, previamente estandarizadas. 

 
Figure 8. Agrupamiento de datos segu n modelo K-Means 
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A partir del gra fico de clusters en el espacio bidimensional, se identificaron tres grupos de estudiantes: 

• Clase 0 (Azul) – Rendimiento Medio - (337 elementos): Los puntos correspondientes a esta clase se 

concentran en torno a valores intermedios de la CP1, que esta  principalmente influenciada por 

materias teo ricas como Lengua I (10,36), Historia I (9,62), Fisicoquí mica (8,91), Tecnologí a I (8,84), 

Geografí a I (8,69) y Lengua Extranjera I (8,61). La mayor concentracio n de puntos sobre CP2, 

dominada por materias pra cticas como Ed. Fí sica (66,07), Taller Preparacio n (23,73) y Artí stica 

(5,18), se relaciona con estudiantes con un rendimiento acade mico promedio. 

• Clase 1 (Verde) – Rendimiento Alto - (247 elementos): Los puntos de esta clase se ubican 

predominantemente en valores positivos de la CP1 y CP2, presentando una distribucio n 

relativamente compacta. La CP1 positiva sugiere un excelente desempen o en materias teo ricas 

(Lengua, Historia, Fisicoquí mica, Tecnologí a, Geografí a), mientras que los valores positivos en CP2 

reflejan tambie n un buen desempen o en materias pra cticas o fí sicas (Ed. Fí sica, Taller, Artí stica). 

Este grupo corresponde a estudiantes con un rendimiento acade mico superior y perfiles ma s 

homoge neos en las materias evaluadas. 

• Clase 2 (Rojo) – Bajo Rendimiento - (191 elementos): Los puntos asociados a esta clase se 

concentran en valores negativos de la CP1, lo que evidencia desempen o bajo en materias teo ricas, 

con una mayor dispersio n en la CP2 lo que indica variaciones en el rendimiento en materias 

pra cticas. Este comportamiento sugiere un grupo de estudiantes con desempen o acade mico bajo. 

En este estudio, la aplicacio n de K-Means permitio  identificar tres clusters de rendimiento acade mico (bajo, 

medio y alto) utilizando el me todo del codo (Elbow), con un coeficiente de Silhouette de 0,2518, un í ndice 

de Calinski-Harabasz de 450,236 y Davies–Bouldin de 1,32. La distribucio n en los clusters fue de 191, 337 

y 247 estudiantes respectivamente, lo que garantiza una segmentacio n equilibrada y representativa. 

Comparando con la literatura reciente, Mohamed Nafuri et al. (2022) identificaron cinco clusters utilizando 

K-Means, pero los valores de Silhouette (0,16–0,192) y Calinski-Harabasz (17,358–24,946) fueron 

considerablemente menores, indicando una menor separacio n y densidad interna de los grupos. Por su 

parte,  Amalia et al. (2021) reporto  clusters o ptimos tambie n en 3 grupos con me tricas de validacio n que 

variaron entre 0,340–0,514 para Silhouette y 27,174–84,529 para Calinski-Harabasz; sin embargo, sus 

datasets eran pequen os (20–50 muestras por modelo), lo que limita la representatividad de los clusters. 

Estos resultados sugieren que la segmentacio n en tres grupos de nuestro estudio ofrece mayor claridad y 

aplicabilidad educativa, combinando una adecuada separacio n entre los clusters con taman os de muestra 

suficientes para un ana lisis confiable. 

Adema s, la estructura obtenida confirma el potencial del ana lisis para apoyar decisiones pedago gicas 

tempranas, ya que permite reconocer distintos niveles de rendimiento acade mico y orientar medidas 

correctivas antes del cierre del ciclo lectivo. 

En los Anexos A2 y A3 se presentan resultados del aprendizaje no supervisado usando el conjunto de datos 

de segundo an o de ciclo ba sico. 

3.3. Resultados del Aprendizaje Supervisado  

En esta seccio n se presentan los resultados obtenidos por los modelos propuestos para la prediccio n del 

rendimiento acade mico.  

Se emplearon las me tricas de clasificacio n F1-Score (Rainio et al., 2024), Precision, Recall y Accuracy 

(Shobha & Rangaswamy, 2018) para evaluar el desempen o de los modelos desarrollados. Estas permiten 

obtener una visio n general de la calidad de las predicciones, teniendo en cuenta los aciertos totales y el 

equilibrio entre los errores de clasificacio n. Las Tablas 7 y 8 muestran la performance de los mejores 

modelos supervisados, a nivel general y por clases (Clase 0: Repite; Clase 1: Promovido). 
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Tabla 7. Resultados de me trica de clasificacio n a nivel de modelo 

Modelo Accuracy (%) 
XGBoost 89 

ELM 87 
RF 87 

Tabla 8. Resultados de me tricas de clasificacio n a nivel de clase 

Modelo Clase Precision (%) F1-Score (%) Recall (%) 

XGBoost 
Repite (0) 84 80 76 

Promovido (1) 91 92 94 

ELM 
Repite (0) 82 78 74 

Promovido (1) 90 92 93 

RF 
Repite (0) 84 76 69 

Promovido (1) 88 91 95 

De acuerdo a los resultados de las Tablas 7 y 8, se puede apreciar que el modelo XGBoost presento  un 

desempen o superior en comparacio n a Random Forests y ELM. Ma s alla  de la capacidad general del modelo, 

si analizamos el rendimiento por clases, en especí fico considerando los valores de F1-Score, se aprecia 

claramente que el modelo XGBoost presenta un desempen o equilibrado, con un valor de 80% para la clase 

“Repite” y 92% para la clase “Promovido”. Esto indica que identifica correctamente a los estudiantes de 

ambas clases, con un rendimiento particularmente so lido en la clase mayoritaria. Comparado con ELM 

(78% y 92%) y RF (76% y 91%), XGBoost muestra un mejor equilibrio y capacidad de clasificacio n, 

especialmente para la clase minoritaria. El modelo XGBoost se destaca como el ma s eficiente, logrando el 

mejor equilibrio entre tiempo de co mputo y rendimiento. De esta manera se posiciona como la opcio n ma s 

so lida para predecir si un estudiante es promovido o no al siguiente an o. 

Adicionalmente, la Figura 9 presenta la matriz de confusio n (Menacho Chiok, 2017) del modelo XGBoost, 

seleccionado como el de mejor desempen o. Esta representacio n permite visualizar de manera directa la 

distribucio n de la clasificacio n observada (real) y la predecida por el clasificador para las distintas 

categorí as de la variable clase, reforzando la interpretacio n del comportamiento del modelo en la 

identificacio n de estudiantes promovidos y en riesgo de repitencia. La matriz de confusio n es una 

herramienta ampliamente utilizada en la literatura para evaluar la calidad de clasificacio n de modelos 

predictivos. 

 

Figura 9. Matriz de confusio n del modelo XGBoost 
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Discusión de resultados 

Desde una perspectiva pedago gica, un valor de F1-Score de 0,80 en la clase “Repite” permite utilizar el 

modelo como un sistema de alerta temprana, u til para orientar intervenciones pedago gicas antes de que se 

concrete la repitencia, manteniendo un balance razonable entre omisiones y clasificaciones erro neas. En el 

a mbito institucional, esta informacio n puede emplearse para orientar intervenciones educativas 

focalizadas, tales como tutorí as, acompan amiento pedago gico o seguimiento personalizado, contribuyendo 

a una asignacio n ma s eficiente de los recursos disponibles. En este sentido, el modelo no reemplaza la 

evaluacio n docente, sino que actu a como un soporte para la toma de decisiones, fortaleciendo las 

estrategias de prevencio n del abandono y la repitencia escolar. 

Los resultados obtenidos son consistentes con la literatura revisada. Por ejemplo, el estudio de Saltos-Mero 

& Cruz-Felipe (2024) abordo  un problema de clasificacio n binaria (“Aprobar” / “Desaprobar”) y reporto  

que su modelo basado en Random Forests supero  a otros propuestos (A rbol de decisio n, Redes Neuronales, 

SVM), alcanzando valores de Accuracy de 0,86 en Economí a y 0,83 en Turismo, confirmando así  la eficacia 

de los me todos basados en a rboles para problemas de clasificacio n binaria. 

De manera similar, Guanin-Fajardo et al. (2024) evaluaron XGBoost y RF sobre un dataset de 6690 registros 

con balanceo mediante EasyEnsemble y clasificacio n multiclase (Aprobado, Cambio, Abandono). Allí , 

XGBoost obtuvo valores de Accuracy=0,7949, F1-Score= 0,8306, Precision=0,8214 y Recall=0,8425, 

mientras que RF presento  resultados comparables. Aunque los valores reportados son ligeramente 

menores a los alcanzados en nuestro estudio, los autores abordaron un problema de mayor complejidad y 

taman o. 

Finalmente, Bellaj et al. (2024) analizaron un conjunto de datos de 480 casos, 16 atributos y tres niveles de 

rendimiento acade mico (Bajo, Medio, Alto), aplicando CRISP-DM, optimizacio n de hiperpara metros y 

validacio n cruzada estratificada de 10 folds con GridSearchCV, lo que permitio  evaluar la robustez de los 

modelos frente a diferentes particiones del dataset. Sus mejores modelos (Voting, XGBoost y RF con HPO) 

alcanzaron valores de Accuracy=0,84–0,86, F1-Score=0,85–0,87, Precision=0,84 y Recall=0,84, confirmando 

la efectividad de los me todos basados en a rboles incluso en clasificacio n multiclase. 

En conjunto, la comparacio n evidencia que aunque los datasets y la complejidad de las clases varí an, los 

modelos basados en a rboles, especialmente XGBoost, consistentemente muestran un desempen o superior. 

Adema s, las te cnicas de preprocesamiento y optimizacio n implementadas en nuestro estudio, como 

seleccio n de caracterí sticas, manejo de desbalanceo y Repeated K-Fold, contribuyen a aumentar la robustez 

y confiabilidad de las predicciones en un contexto binario, de manera ana loga a co mo la validacio n cruzada 

mejora la confianza en las me tricas reportadas en estudios multiclase. 

En los Anexos A3, A4 y A5 se presentan resultados del aprendizaje supervisado usando el conjunto de datos 

de segundo an o de ciclo ba sico. 

CONCLUSIONES 

A partir del ana lisis de los datos acade micos de estudiantes de primer an o del ciclo ba sico y siguiendo la 

metodologí a CRISP-DM, se identificaron patrones consistentes de rendimiento que permiten caracterizar 

perfiles acade micos diferenciados a trave s de clusters. Desde una perspectiva educativa, estos perfiles 

pueden interpretarse como distintos niveles de riesgo y estabilidad acade mica, lo que posibilita el disen o 

de estrategias de acompan amiento pedago gico diferenciadas segu n las necesidades de cada grupo de 

estudiantes. 

Estos hallazgos, en concordancia con los objetivos planteados, confirman la utilidad de aplicar te cnicas de 

minerí a de datos y aprendizaje automa tico en contextos escolares para anticipar situaciones de riesgo 

acade mico mediante predicciones y orientar intervenciones pedago gicas ma s efectivas y oportunas. En 
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particular, la identificacio n temprana de estudiantes con mayor probabilidad de repitencia permite actuar 

antes de que se consoliden trayectorias escolares desfavorables. 

Como principal aporte, los resultados ofrecen una base so lida para el diagno stico institucional y la mejora 

en la toma de decisiones, adema s de evidenciar que te cnicas de aprendizaje automa tico como K-Means y 

XGBoost resultan adecuados para clasificar y predecir el desempen o estudiantil. En este sentido, los 

modelos desarrollados no deben entenderse como herramientas de decisio n automa tica, sino como un 

soporte analí tico que complementa la mirada pedago gica y la experiencia docente. Asimismo, permiten 

integrar informacio n de distintos niveles de ana lisis, desde perfiles generales de rendimiento hasta 

predicciones individuales, facilitando la planificacio n de estrategias de seguimiento personalizado, la 

asignacio n eficiente de recursos educativos y la identificacio n temprana de estudiantes que podrí an 

beneficiarse de intervenciones focalizadas. De este modo, los modelos propuestos contribuyen a consolidar 

un enfoque ma s sistema tico y fundamentado en evidencia para la gestio n acade mica, fortaleciendo la 

capacidad de la institucio n para anticipar problemas, evaluar resultados y disen ar polí ticas educativas ma s 

efectivas. 

Se identifican oportunidades para que futuras investigaciones amplí en el taman o de la muestra, incorporen 

variables socioemocionales y factores contextuales, y analicen el impacto de estrategias de intervencio n 

basadas en los perfiles obtenidos. Asimismo, se propone como lí nea de trabajo futuro el desarrollo de una 

aplicacio n web que integre gra ficos estadí sticos junto con los modelos supervisados y no supervisados 

desarrollados, de manera que la institucio n pueda contar con una herramienta interactiva que facilite el 

seguimiento, ana lisis y gestio n del rendimiento acade mico, contribuyendo así  a la construccio n de un 

sistema educativo ma s inclusivo, personalizado y efectivo. 

Una limitacio n del estudio es la ausencia de datos correspondientes a los an os 2020 y 2021, perí odo 

afectado por la pandemia del COVID-19, lo que pudo haber influido en los patrones de rendimiento 

observados. Se podrí a subsanar esto una vez puesta en produccio n la solucio n desarrollada y usando las 

notas de las cohortes actuales para prediccio n y reentrenamiento permanente de los modelos supervisados 

y no supervisados. 
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ANEXOS 

Conjunto de datos del segundo año de ciclo básico  

En el Anexo A.1 se presentan los atributos relacionados con los registros acade micos del segundo an o de 

ciclo ba sico de la institucio n. 

Anexo A.1.  Atributos del estudio 2do an o CB 

Variable Tipo Descripción 

Curso Catego rica An o de cursado y divisio n del estudiante (ej. 2°1°, 2°2°, etc.) 

Turno Catego rica TM (Turno Man ana) o TT (Turno Tarde).  

Sexo Catego rica M (Masculino) o F (Femenino). 

An o Nume rica An o acade mico (2017–2019, 2022-2023). 

Calificaciones por materia 
Nume rica 
(Entera) 

Notas trimestrales obtenidas en 14 materias. Rango (1-10) 

Estado Final Catego rica 
Indica si el estudiante fue promovido o no 

al an o siguiente (valores posibles: Promovido y Repite) 

Resultados del Aprendizaje No Supervisado del 2do año de ciclo básico  

Se trabajo  con un conjunto de 14 atributos correspondientes a las calificaciones de alumnos en las materias 

del segundo trimestre de 2do an o de ciclo ba sico, de los periodos 2017, 2018, 2019, 2022 y 2023. 

Siguiendo el pipeline de la Figura 1, se estandarizaron los atributos nume ricos y se aplico  PCA sobre los 

mismos. Se seleccionaron las primeras seis componentes las cuales explican el 71% de la variabilidad total 

de los datos. Las mismas fueron utilizadas como atributos de entrada para los modelos no supervisados. La 

configuracio n de los mismos y los resultados de las me tricas se presentan en los Anexos A.2 y A.3 

respectivamente. 

Anexo A.2.  Configuracio n de modelos 

Modelo Parámetros 

K-Means 

n_clusters = 3 
max_iter = 300 
n_init = 10 
random_state = 0 

BIRCH 
n_clusters = 3 
threshold = 0,05; 0,1; 0,2; 0,3; 0,4 
branching_factor = 3; 5; 10; 15; 20; 30 

Anexo A.3.  Resultados de las me tricas de agrupamiento 

Modelo Silhouette Score Calinski–Harabasz Davies Bouldin 

K-Means 0,238 310,11 1,355 

BIRCH 0,229 279,86 1,318 

Resultados del Aprendizaje Supervisado del 2do año de ciclo básico  

Para la construccio n de los modelos, se utilizaron las calificaciones de seis materias del segundo trimestre 

— Lengua II, Fí sica, Ciencias Biolo gicas II, Artí stica II, Historia II y Taller de Preparacio n II — 

correspondientes a los an os 2017, 2018, 2019, 2022 y 2023 de 2do an o de ciclo ba sico. Estos atributos 
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fueron seleccionados mediante la te cnica Feature Importance. Por otro lado, la variable objetivo a predecir 

es Resultado, la cual toma el valor 1 para "Promovido" y 0 para "Repite". 

El anexo A.4 indica las configuraciones de hiperpara metros de los tres modelos predictivos desarrollados. 

Por otra parte, los anexos A.5 y A.6 presentan la performance de los mismos, a nivel de modelo y de clase. 

Anexo A.4.  Mejores hiperpara metros de los modelos supervisados  

Modelo Mejores Hiperparámetros Tiempo de CPU 

Random Forests 
(Bayes Search) 

• max_depth: 5 

• max_features: log2 
• min_samples_leaf: 1 

• min_samples_split: 10 
• n_estimators: 100 

15 minutos, 48 segundos 

XGBoost 
(Randomized Search) 

• subsample: 0,8 
• n_estimators: 500 
• max_depth: 9 

• learning_rate: 0,01 
• gamma: 5 

2 minutos, 25 segundos 

ELM  
(Grid Search) 

• hidden_units = 1000 
• activacio n = Sigmoid 

• C = 0,001 
• random_type: normal 

1 hora, 39 minutos 

Anexo A.5. Resultados de me trica de clasificacio n a nivel de modelo 

Modelo Accuracy (%) 
XGBoost 87 

ELM 88 

RF 87 

Anexo A.6. Resultados de me tricas de clasificacio n a nivel de clase 

Modelo Clase Precision (%) F1-Score (%) Recall (%) 

XGBoost 
Repite (0) 84 76 70 

Promovido (1) 88 91 94 

ELM 
Repite (0) 83 75 68 

Promovido (1) 90 93 96 

RF 
Repite (0) 78 72 68 

Promovido (1) 90 92 96 
 

 

 

 


